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It is demonstrated that deconvolution of the density of states (DOS) of tip and sample from scanning
tunneling spectroscopy data is possible within the framework of a one-dimensional Wentzel-Kramers-Brillouin
approximation if additional information such as data sets taken at two sufficiently different tip-sample sepa-
rations is provided. The basic concept is to convert the underlying integral equation for the tunneling current
by differentiation with respect to the sample bias (first set) and, in addition, with respect to the tip-sample
separation (second set) into two sets of Volterra integral equations of the second kind with two equations for
the tip and another two for the sample DOS. Though these integro-differential equations can in principle be
solved numerically employing the Neumann approximation scheme, it turns out in practice that suitable
iteration schemes have to be found to guarantee stable solutions. Employing tunneling data taken at two
sufficiently different tip-sample separations, it is demonstrated that iterating suitably through the system of
equations results in a recovery and deconvolution of the tip and sample DOS. The underlying formalism is
derived, examples are given and limitations discussed. Finally, we apply an adapted procedure to experimental
data obtained on Nb(110) and compare the deconvolved sample DOS with density-functional theory data.
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I. INTRODUCTION

Ever since the first experiments on electrons tunneling
through a barrier between two metals and their description in
terms of a one-dimensional (1D) Wentzel-Kramers-Brillouin
(WKB) approximation, one of the basic assumptions has
been that the ‘density of electronic states’ of both metallic
electrodes in this seemingly symmetric arrangement equally
contribute to the total tunneling current.'> Due to this sym-
metry, over the years the general judgment emerged that tun-
neling data such as current-voltage (I-V) characteristics are
insufficient to extract information on DOS of both electrodes
separately. The problem of arriving at such a deconvolution
gets even more complicated if the transmission through the
tunneling barrier is included, which generally depends
strongly on the energy of the electrons. Hence, the experi-
mentally determined tunneling current has to be described by
a convolution integral over three rather than two energy-
dependent functions rendering their separation impossible
according to standard opinions.

The advent of scanning tunneling microscope and the ac-
companying development of scanning tunneling spectros-
copy (STS) renewed interest in but also deepened the above
deconvolution dilemma of how to extract the sample DOS
separated from that of the tip. Convinced that there will be
no direct solution, many experimentalists tried to derive a
quantity from measured data, which at least would closely
resemble the DOS of the sample and gradually the derivative
or logarithmic derivative of the tunneling current with re-
spect to the tunneling bias, dy/, emerged and was accepted as
delivering that information.*® A more accurate analysis has
been provided by very recent contributions.>~'3 All these ap-
proaches include the one-dimensional WKB approximation
allowing a description of the transmission probability func-
tion, thereby enabling the removal of the influence of the
tunneling barrier from the recovered “DOS,” which, how-
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ever, then still is a joint DOS of the electrodes.

Aiming at making STS independent of the specific sensor,
the tunneling tip, a first idea of how to properly deconvolve
the sample and tip DOS has been proposed in Ref. 9 and in
the present contribution this idea will be modified and ex-
tended, and its feasibility will be demonstrated. As will be
shown, it is the transmission probability function and its de-
pendence on the tip-sample separation when taking tunneling
I-V curves that breaks the seeming symmetry of the tunnel-
ing arrangement, allowing a self-consistent deconvolution of
the sample and tip DOS.

II. DERIVATION OF THE VOLTERRA INTEGRAL
EQUATIONS

The starting point of our calculation is the tunneling cur-
rent, 1, as given by the one-dimensional WKB approximation
for a barrier characterized by an energy-dependent transmis-
sion coefficient, T(E,V,z). Applying a bias, V, across the
barrier causes a tunneling current, which reads®'* as (for an
energy diagram see Fig. 1)

O+V/2

sample | barrier tip

FIG. 1. Energy diagram of a tunneling junction including an
applied bias. The symbols are: the Fermi energy of the sample and
tip, Epg, Epp, respectively, the barrier height, ®, and the applied
bias, V (here in eV).
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I(V)=f_ ps(E)pr(E=WV)T(E,V.2)f,(E,V)IE, (1)

—0o0

where pg and py are the sample and tip density of states
(DOS), respectively, fi, is a window function f},(E,V)
=f(E-V)-f(E) with the Fermi-Dirac distribution f, and E is
the energy with respect to the Fermi energy of the sample.
The area of the junction is set to unity. Though the equations
derived in the following can be similarly formulated for a
finite temperature, we simplify Eq. (1) for zero temperature
introducing finite integral boundaries and thus resembling
the appearance of a Volterra integral equation of the first kind

v
1(V) =f ps(E)pr(E - V)T(E,V)dE. (2)
0

According to the one-dimensional WKB approximation the
transmission coefficient at zero bias is given by T(E,z)
=¢ BVP-L2 with 7 being the tip-sample separation, P being
the effective tunneling barrier height, and B=2v2m,/# or
B=2 for atomic units. A bias dependence of the transmission
coefficient is included by the trapezoidal approximation lead-
ing to T(E,V,z)=e B ®*V2~E2 We take the derivative of Eq.
(2) with respect to V resulting in

(V) = ps(V)pr(O)T(E=V,2)

v
+J ps(E)T(E,V,z) - | dypr(E—-V)
0

B-zp(E-V)

> dE. (3)
4P+ —--E
2

We formally solve this equation for pg giving

1%

avI(V)"‘f ps(E)T(E,V,z)
0

PV = OTE=V.2)

B-zp(E-V)

X| T E-V L @)
44/D+—-E
2

where we used —dyp(E—V)=dgzp(E-V). This is a Volterra
integral equation of the second kind. Such an equation can be
solved numerically by the Neumann approximation scheme,
where pg in the integral is replaced by pg, and pg on the left
side is replaced by pg ;. To find a numerical solution of Eq.
(4) one may start setting ps (=0 and assuming a reasonable
pr(E). One immediately obtains pg ;(V)=0dyl(V)/[pr(0)T(E
=V,z)] as a first-order approximation of pg. Alternatively
one may start using an approximation as given in Ref. 9.
Iteratively applying this scheme leads to an accurate solution
in most cases even if pg is not continuously differentiable.
However, since we will consider a symmetric problem for
both DOS numerically, both DOS should be well behaved.
An alternative to iterating the full integral equation would
be to expand the kernel functions of the integrals via a Neu-
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mann series thus determining the resolvent of the integral
equation. However, at this stage, we expect no advantage
from the Neumann series.

The tunneling junction is symmetric and consequently we
may change the reference frame from the sample to the tip
interchanging the role of pg and py in the formulas. This
results in a Volterra integral equation for the DOS of the tip

1
ps(Vr=0)T(E = Vy,z)

Vr
pr(E)T(E,Vr,2)

pr(Vy) =

X | oyl(— V) + J

0

B- E-V
> zps( 7)

v +&EpS(E—VT) dE N (5)
4\/<I>+?T—E

where V;=-V is the bias with respect to the tip. Note, that
this equation is identical to Eq. (4) in the respective reference
frame but dy/ has been mirrored at V=0 because dy/ has
originally been measured in the reference frame of the
sample. This is very convenient for the corresponding nu-
merical calculations, since the same routine can be used in
both cases by just interchanging the role of py and py and
taking the mirror image of dyl.

Equations (4) and (5) have already been derived earlier’
and form the first set of Volterra integral equations. In order
to derive a second set, we take the derivative of Eq. (3) with
respect to the tip-sample separation, z,

Y% B?
d.0pl(V)=—=BA /P - E - psV)pr(0O)T(E=V,z) + ZZI

prE-V)

\%4
+B'j ps(E)T(E,V.,2)| - — F——
0 \%4
44/P+—--E
2
\%

and follow the same arguments as before to obtain new Vol-
terra integral equations

ps(V) = 1 Bty - EAV)
74 4 B

pr(0) \/ d - ET(E =V,z)

14
+ J ps(E)T(E,V,z)| - _plEZV)

0 44/ D+ v -E

2
/ \%
and
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1

ps(0) \/Cb - V?TT(E =Vr5.z2)

&z aVI ( VT)
B

pulVi) = el (v,) -

PS(E -Vy)

Vr
+ J prE)T(E,V,2)| - — F——
0 / Vr
4P+ —-F
2
Vr
+ \/CD+?—E(9EPS(E_VT) dE\, (8)

where we replaced an integral by I(V) and I(V;), respec-
tively, according to Eq. (2). This shall indicate that when
applying these equations to the measured tunneling charac-
teristics, the corresponding terms may be replaced by the
experimental data. Experimentally, d.dy/ may be determined
by a double modulation technique using two lock-in ampli-
fiers, by taking dyl-z curves for a sufficiently large set of
biases, V;, or at a reduced level of accuracy by deriving d,d,/
from two dyl-V curves measured at different tip-sample
separations.

For the sake of simplicity we presented the proposed for-
malism within the frame of the one-dimensional WKB ap-
proximation with the trapezoidal approximation of the trans-
mission probability function. The formalism can easily be
rewritten to include a general barrier potential, W(z), e.g., a
potential including the image potential. The general trans-
mission probability according to the one-dimensional WKB
approximation is given by T=exp(-B/ ifkdz) with k such that
gz—”]i=W(z)—E, and z; and z, are given by V(z;)=E. Within
the trapezoidal approximation z;=0 and z,=d with the tip-
sample separation, d. For a general potential, however, z;
and z, may depend on W, E, V, and d. For better readability,
we set the phase integral P=[ ;fkdz. Then, Eq. (3) reads as

(V) = ps(V)pr(0)T(E=V,z)

Vv
+ f ps(E)T(E,V,2) - [dypr(E V)
0

- Bp(E - V)dyPJdE,
and Eq. (6) reads
3.0ul(V) == Bpg(V)p(O)T(E=V,z) - 9.P(E=V)

v
+B j ps(E)T(E,V,2)[B- pf(E=V)-3.P - dyP
0

—pE=V)-3.0yP ~ - dgp(E~V) - 3.P]dE.

It is immediately clear that both formulas can be formally
solved for pg(V) forming a Volterra integral equation of the
second kind and, hence, the Neumann approximation scheme
can be applied.

We now have two sets of integro-differential equations
relating measurable data such as I(V), dyl, and 9,91 to the
solutions p4(E) and py(E). The required parameters ® and z
may be determined experimentally from /-z curves or by a
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FIG. 2. Flow chart of optimizations. The arrows point to the
function being optimized. An optimization typically includes sev-
eral iterations.

gentle touch, respectively, or by methods proposed in Refs. 8
and 12. Exploiting just one set of equations, e.g., Egs. (4)
and (5) at a given tip-sample separation, z;, will always re-
turn a solution for one DOS depending on the initial choice
of the second. However, applying this type of analysis effec-
tively excludes exploitation of the separation dependence to
obtain a possible deconvolution. As described above, it is the
fundamental idea of the present contribution to take advan-
tage of the additional information provided by the tip-sample
separation dependence of the problem in order to optimize
the solution path delivering deconvolution of the two un-
known functions.” Referring to Eq. (2), this may be re-
phrased: without the transmission coefficient, T(E,V,z), the
integral is a simple convolution integral and deconvolution is
in general impossible. T(E,V,z), however, is neither sym-
metric in E, V, nor z and, therefore, its appearance under the
integral lifts the symmetry of the equation making a decon-
volution of pg and py possible.

III. APPLICATION OF THE NEUMANN APPROXIMATION
SCHEME

In the following we want to analyze whether we are ca-
pable of deconvolving the DOS from given measurable data
such as I(V,z), dyl, and d,0yl. So we will start our test with
model functions for pg and p; and then calculate I(V,z) from
Eq. (1) for a preset set of voltages V;. The derivatives are
calculated numerically from I(V;,z) by calculating difference
quotients. These calculated functions imitate experimental
data and form the starting point of the deconvolution proce-
dure. Since at first nothing shall be known about the func-
tions pg and py, it is reasonable to start with one function set
to unity (here: py=1). According to the Neumann approxi-
mation scheme, the other function is set to zero (here: pg
=0). Figure 2 shows the flow chart for possible optimiza-
tions. The problem to be solved is then to find conditions and
a path through the chart such that, at the end of the optimi-
zation, the resulting functions pg ,(E) and pr,(E) solve self-
consistently all equations.

We tried many combinations of pathways under the con-
dition that both sets of equations are related to the same
tip-sample separation, or say, the equations employed
ayl(V,z;) and 0.9yI(V,z,), respectively. In all cases the de-
convolution effect was unsatisfactory and the solutions di-
verged at least for one sign of the energy (consistently
ps.o(E) and pr,(E) at opposite signs). Apparently, for a given
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tip-sample separation the information contained in the two
functions dyI(V,z;) and d.9yI(V,z;) is not sufficient to allow
for an effective deconvolution of the DOS. Rather, numerical
errors accumulate during the course of iteration. Conse-
quently, we choose in the following, always two separations
being sufficiently different, e.g., z;=2 A and z,=5 A. Note,
that we will employ here both sets of Volterra equations. In
the numerical examples given below this led to a fast con-
vergence and, as a consequence, to a more accurate result.
However, since consideration of the tunneling current and its
derivatives at two different tip-sample separations always in-
cludes the full separation dependence, the optimization
might also be successful if using just one set of equations but
with two different separations. Section V will give an ex-
ample of that.

According to our experience, the following scheme of op-
timization is typically successful: (i) iterate pg, for z;=z,
-2 A using Eq. (7) and py,=1 until the relative change in
subsequent iterations becomes small enough (<107%), (ii) it-
erate pr, for z, using Eq. (8) accordingly, and (iii) cycle
through (i) and (ii) six times. More cycles should be avoided
since numerical errors accumulate showing up as diverging
DOS at the boundaries. Note, that apparently the result of
these calculations depends sensitively on numerical errors.
The numerical errors being of interest here are not related to
a limited precision of numbers. They are related to errors
occurring when numerically differentiating and integrating
discretized data. For typical tunneling conditions these errors
will be amplified by each subsequent cycle by a factor of
about ten.

IV. EXAMPLES

Figure 3 shows three examples of successful DOS recov-
ery and deconvolution. In the first case, the initial DOS of
the tip is unity and the DOS of the sample is unity with two
additional Gaussian peaks at +0.6 and —1.2 eV. The Gauss-
ian peaks have a width and an area of 0.3 eV corresponding
to a height of about 0.8. After applying our scheme [Fig.
3(a)], the DOS of the sample is recovered at an accuracy of
0.01. The DOS of the tip is recovered similarly accurately in
the energy range above —1.8 eV. However, below —1.8 eV
the numerical errors accumulated and piled up to —0.5 at
—2.5 eV. This example shows that the peaks positioned at
both signs of the bias are recovered in the sample DOS and
the DOS of the tip remains essentially unchanged.

For the second example [Fig. 3(b)], we choose a Gaussian
peak at +0.6 eV in the sample DOS and a Gaussian peak at
+1.2 eV for the tip DOS on an otherwise constant back-
ground of unity. In comparison to the first example, the dy/
signal [c.f. Fig. 3(b) inset] would show similar peaks at posi-
tive and negative biases since the peak at positive energy in
the tip DOS appears at a negative bias in dy/. This shows that
the proposed algorithm is able to transfer information to the
tip DOS. After applying our scheme, the DOS of the sample
is recovered at an accuracy of better than 0.03 over all the
displayed energy ranges. At the peak related to the tip DOS
the deviation is 0.025 and at the upper boundary the devia-
tion is 0.03. The tip DOS is recovered at an accuracy of
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FIG. 3. (Color online) Recovered and deconvolved DOS to-
gether with the errors with respect to the original DOS [pg, upper
solid (red), pr, upper dashed (blue), 8ps, lower solid (red), and
dpr., lower dashed (blue)] for different initial DOS: (a) pg=1 with
two Gaussian peaks at +0.6 and —1.2 eV, py=1, (b) pg=1 with one
Gaussian peak at +0.6 eV, pr=1 with one Gaussian peak at
+1.2 eV, and (¢c) pg=1 with one Gaussian peak at —1.2 eV, pr=1
with one Gaussian peak at +1.2 eV. In all cases we used two tip-
sample separations z;=2 A and z,=5 A; the barrier height was
d=5 eV. We cycled the optimization of the DOS six times, and
each optimization of a DOS was iterated ten times. The Gaussian
peaks have a width and an area of 0.3 eV resulting in a height of
about 0.8. The insets in the panels display dyI(V;z,).

better than 0.01 for energies above —1.9 eV, which includes
the peak in the original DOS. Below —1.9 eV the absolute
deviation from the original DOS increases sharply to 0.7.
Obviously, the number of cycles (six also in this example)
did suffice to almost completely transfer the information re-
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lated to the original tip DOS to the recovered tip DOS.

The third example [Fig. 3(c)] uses in both DOS a constant
background of unity and one Gaussian peak at E, =
-1.2 eV and E,=+1.2 eV in the sample and tip DOS, re-
spectively. Both peaks show up in the d/ signal [c.f. Fig.
3(c) inset] at —1.2 V as a joint signature. In addition, how-
ever, there is a satellite at E,—E,=-2.4 eV.!> After apply-
ing our scheme, the DOS of the sample is recovered at an
accuracy of better than 0.03 all over the displayed energy
range. The tip DOS is recovered at the same accuracy for
energies above —2.1 eV and increases up to 0.23 at -2.5 eV.
The average deviation from the original DOS, however, is
still just 0.006.

These three examples clearly prove the principle of DOS
recovery and deconvolution by the proposed algorithm
within the framework of the one-dimensional WKB approxi-
mation. The algorithm is extendable to finite temperatures,
and it could be applied as well to alternative transmission
coefficients. However, the numerical errors encountered
while treating the problem numerically as a whole point to
difficulties when applying the formalism to experimental
data being afflicted with noise, scaling errors, offsets, and
drift effects. Nevertheless, such difficulties can be solved by,
e.g., proper noise removal, self-consistency checks, and ad-
justment of the numerical scheme, as will be shown in the
Sec. V.

V. APPLICATION TO EXPERIMENTAL DATA

With respect to fast convergence and high accuracy, the
above-described formalism worked best, naturally, with nu-
merical data. A more stringent test of the whole idea, how-
ever, is an application to experimental data like those ob-
tained on Nb(110) Ref. 15) at low temperature. For this
purpose, the following experimental procedure was per-
formed. We measured a set of five separation-dependent
dyl(V;z;) curves by changing the set point of the initial tun-
neling current, i.e., we changed the tip-sample separation, z;.
Each dyI(V;z;) curve comprises ~500 data points and repre-
sents the average over ten /-V scans. The error of such aver-
ages is typically 0.5%. Subsequently, we determined the tun-
neling barrier height, @, by acquiring an /-z scan at low bias.
In the presented case we determined a barrier of
(3.60+0.01) eV. Though we do not know the actual tip-
sample separation, we can determine a set of separation
changes, Az;=z;,1-z, such that 4y l(V=0;z;)=3aI(V
=0;7j,1) X exp(yPAz;). This way we ensure that the differ-
ent dyI(V;z;) curves scale according to the WKB approxima-
tion at low bias, which is required for the formalism to work.
Two of the scaled d,I(V;z,) curves are displayed in Fig. 4(a).
For comparison, we also calculated numerically the differen-
tial barrier height, dyd,I(V;z;), from the first two curves [in-
set in Fig. 4(a)]. The strong changes in dyd.I(V;z;) at posi-
tive bias indicate strong changes in the sample DOS at
positive energy and/or the tip DOS at negative energy. The
peak at —0.85 eV indicates a sudden drop of the sample
DOS at that energy or the tip DOS at +0.85 eV [compare
Eq. (6).

The deconvolution scheme is modified by employing Eq.
(4) in step (i) instead of Eq. (7). We cycle just four times
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FIG. 4. (Color online) (a) Two sgaled dvl(V:z;) curves as de-
scribed in the text using Az;=0.113 A. The inset shows the differ-
ential barrier height, dyd.I(V;z;), calculated from dyl(V;z;) and
dyvl(V;z,). The dashed lines in the inset indicate the sample and tip
barrier according to the trapezoidal approximation as introduced in
Ref. 9. (b) The averaged deconvolved DOS of sample (solid) and
tip (dashed). The inset shows the calculated tunneling current using
the deconvolved DOS (dashed) together with the measured tunnel-
ing current (solid). (¢) Density of electronic states 4 A apart from
the Nb(110) derived from DFT calculations. The dashed lines indi-
cate the same signatures as in (b).

through the iteration scheme renouncing high precision
thereby avoiding divergence at the interval boundaries, and
we use a reasonable value for z;,=4 A. In addition, we cut
negative values of the DOS and set them to zero after each
optimization of a DOS. We then apply the scheme pairwise
to the experimental dy/(V;z;) curves and average the result-
ing sample and tip DOS. The average DOS of the tip and the
sample are displayed in Fig. 4(b). The error of the mean
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value of the deconvolved sample DOS is typically 5% out-
side the gap ranging from —1.3 to —0.7 eV. Since the DOS is
very small inside the gap, the error of the mean is up to 70%
inside the gap. Note that the given error is related to the
sample separation and gives us a hint to the stability of the
solution. It does not include systematic errors due to, e.g., a
restricted validity of the 1D WKB approximation. The inset
in Fig. 4(b) displays the calculated tunneling current,
I(V;z,), using the averaged DOS according to Eq. (2) along
with the measured tunneling current. The excellent corre-
spondence is obvious. A small deviation at positive bias is
due to cutting the tip DOS at zero making the DOS physical.

The deconvolved tip DOS is relatively smooth at positive
energies even though there is a strong peak in the differential
barrier height at —0.9 eV [inset in Fig. 4(a)]. At negative
energies, however, it varies strongly and tends to go negative
left and right of the double peak at (—1.4,—1.2) eV. Varying
7, in the range of 2—6 A did not alter this tendency. It seems
that this strong variation including (mathematically) negative
values of the resulting tip DOS is required to shape the
sample DOS at positive energies consistently with the 1D
WKB approximation. This might be a hint that in that energy
range the 1D WKB approximation is not sufficient to de-
scribe the tunneling between the Nb surface and the W tip
accurately.

As expected from the differential barrier height [inset in
Fig. 4(a)], the deconvolved sample DOS varies strongly for
positive energy. Signatures noticeable in dy/ as only a small
peak or even as a shoulder appear strongly enhanced in the
deconvolved sample DOS. The enhancement evolved step by
step during each cycle of optimization and is moderated by
cutting negative values of the tip DOS at negative energies.
At negative energies, there is a broad pronounced peak at
—1.7 eV and a gap between —1.3 and —0.7 eV. Within this
gap there is a plateau ranging from —1.3 eV to —0.9 eV. It
appears that the drop off at —0.9 eV caused the sharp peak in
the differential conductivity.

We compare the deconvolved sample DOS to density-
functional theory (DFT) calculations (full-potential linear-
ized augmented plane-wave method, DFT theory applying
local-density approximation, 19 layers, vertically unrelaxed,
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compare Ref. 16) of the vacuum density of electronic states
4 A apart from the surface [Fig. 4(c)].!7 At energies above
—-0.6 eV, we find signatures in both curves at very similar
energies, i.e., at [-0.45,-0.05,0.2,0.4,0.65,0.95,1.2,
14,171 eV in the DFT DOS and [-0.55,-0.05,
0.2,n.a.,0.65,0.95,1.3,1.5,1.85] eV in the deconvolved
sample DOS. Evaluating just the positions of signatures, the
similarity is striking. The relative amplitude of the signa-
tures, however, is different in the DFT DOS and the decon-
volved DOS. Though the relative amplitude of signatures
may be influenced by changing the initial tip-sample separa-
tion, z;, the deconvolved sample DOS showed in most cases
a tendency to grow at positive energy while, apart from the
increase at 0.6 eV, the DFT DOS is decreasing. Both DOS
fall off sharply left of the peak at about —0.5 eV. The strong
peak in the deconvolved sample DOS at —1.7 eV is not
present in the DFT DOS. The origin of this peak is possibly
a surface state, which is missing in the presented DFT
calculation.'®

VI. CONCLUSION

In summary, we introduced a formalism which enables
recovery and deconvolution of the DOS of tip and sample
from measurable quantities, i.e., from 7, dy/, and d,dy1. The
proposed formalism appears to work reliably if data are
taken for two sufficiently different tip-sample separations z;
and z,, e.g., z7=2 A and z,=5 A for our numerical ex-
amples. We applied an adapted formalism to experimental
data measured on Nb(110) and find a reasonable correspon-
dence of the deconvolved sample DOS to density-functional
theory calculations of the vacuum DOS. Finally, we would
like to mention that this formalism holds generally within the
1D WKB approximation and, thus, it may also be applied to
tunneling systems involving organic molecules.
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